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1 Introduction 

The deliverable presents the results of the project work carried out by consortium part-
ners in the WP 4.4: Simulation Component. 

The results of WP 4.4 are focused on the implementation of the simulation component 
by which potential scenarios of electric bus deployment can be assessed. 

The simulation component of the Platon Toolkit is developed to simulate any potential 
scenarios, i.e. properties of electric buses that have been identified to fulfil the require-
ments of public transport and energy storage devices with a defined capacity, as well 
as known operating costs, passenger transportation demands and energy demands, 
to be used as input data for the planning problem in the transition process from con-
ventionally propelled public transport to fully electrically propelled buses. A detailed 
outline on essential functionalities of the transition process is given in Algin Czogalla 
et al. [3], Deliverable 2.2 and 3.2. 

This deliverable is composed of three main chapters. After preliminary definition of the 
scenarios as use cases for simulation, the simulation method used in the predecessor 
project CACTUS is described for reference reasons. The subsequent chapter deals 
with improvements of the simulation methodology and its environment to achieve a 
higher efficiency of the approach. The deliverable is completed with a chapter on sim-
ulation based on the Monte-Carlo method for efficient optimization of factors by modi-
fication of selected variables.  

  

2 The scenario as a use case for simulation 

 

A scenario – which may also be referred to as application case, use case or deploy-
ment scheme- includes information about dynamic economical, technical, social and 
ecological characteristics of the transportation system under planning. 

The scenarios characterisation includes the following aspects. For bus types on the 
market and battery types must be included the total cost of ownership including capital 
costs, operational costs and costs for recycling of materials.  

The energy demand to be determined by simulations is an important operational cost 
factor, especially in countries of high energy costs, and high share of fossile energy 
sources in the energy mix, such as in Germany. 

Further, the anticipated numbers of passengers to be transported between activity lo-
cations in the city, the anticipated public transportation demand is significant for the 
characterization of the simulation scenario. The determination of the dynamic bus en-
ergy consumption is a separate important problem, which was studied and partly 
solved in the earlier project CACTUS and which will be further tackled in this task.  

The most modern data structures, database systems, data exchange architecture have 
been used to make the simulation efficient.  
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If some required data is not available or if its generation assumes employment of an 
analytical model of an unreasonable size, the data can be simulated by a random sam-
pling technique similar to the Monte-Carlo method.  

In order to keep the simulation process fast, different time (or event) scales can be 
applied depending on the specific purpose of the dynamic process to be simulated. If 
the process is a single bus run between two stations, then the time scale can be based 
on minutes or seconds, or even assuming continuous time. If the process includes all 
bus activities over a day, then it can be based on minutes or bus arrivals and depar-
tures from stations. If the process includes all activities of a transportation system over 
a month or a year, then it can be based on days.  

 

3 The simulation method of CACTUS  

 

Aforementioned energy consumption and transport problems were studied and partly 
solved in the earlier project CACTUS. Hence, an overview about the CACTUS simula-
tion methodology is given at this point, which is followed by pointing out the improve-
ments being developed by the PLATON project.  

The method of simulation was chosen within the CACTUS project because it was nei-
ther possible to really investigate electric buses nor combinations of energy storage 
types (battery, ultra-capacitor, flywheel) and energy transmission types (conductive, 
inductive) which are partially not realized so far. The method of simulation helps to 
investigate such combinations. 

 

 

The input data include transportation models like the transport network, the timetable, 
the road network, the topography as well as technical models like buses, energy stor-
age and energy transmission systems. 

 

Table 1 Algorithm of simulation process control 
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The algorithm shows the fundamental approach in pseudo code by the help of the 
interface mechanism known from the Java programming language. Each process to 

be simulated has to implement the Process interface with the  

performSimulationStep method. The global timer time counts from 0 to n and 

calls every process by handling over the current value of the global timer. Each process 
has to decide what to do within the elapsed time step. The global timer always in-
creases by equidistant time steps. 

There are several basic processes to be simulated: moving the bus including acceler-
ation and deceleration as well as battery charging and battery changing.  

 

 

 

Figure 1 Forces acting on a car [11] 

 

Starting at Figure 1and Equations (1.1) and 1.2 the energy for moving the bus -- de-
pending on the speed, the acceleration and the rolling resistance of the tires, the wind, 
and the angle of the driving surface -- can be calculated. The traction force of a vehicle 
can be described by the following two equations [11] 

 

 

where 
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The gradient of the way simply results from the elevations of the two successive loca-
tions on the run. Equation (1.4) calculates the gradient of the way in degrees, where 
∆ℎ is the elevation difference between location one and location two and s is the dis-
tance between location one and location two. 

 

 

 

Then the energy consumption over a period of time is calculated by the equations (1.5) 
and (1.6). 

 

 

where 
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The unit conversion is done by 1 kWh = 1.000 Wh = 3.600.000 Ws. This amount of 
energy is needed for moving the bus. The mass of the bus in [kg] includes the empty 
weight of the bus, the weight of the battery and the weight of the passengers. 

Along the drivetrain from the battery to the wheels, energy losses occur. The electrical 
engine itself may have energy losses. The real energy consumption therefore is calcu-
lated by equation (1.7). 

 

The total energy consumption for moving the bus on a way between two successive 
bus stops is achieved by equation (1.8). It is the sum of the energy consumption of all 
time steps. 

 

 

The remaining charging level of the energy storage after solving a way is simply cal-
culated by equation (1.9). 

 

 

In order to come to more realistic viewpoint, the real speed profile must be considered 
which mostly is non-linear. Figure 2 depicts a speed-time diagram of a non-linear 
speed profile of a bus. The vertical lines within the diagram mark equal time periods. 
The default duration of such a time period is one second. 

 

 

Figure 2 Speed-time diagram divided into several equal periods of time 

When the bus decelerates, the waste energy can be recovered and stored back in the 
energy storage. The amount of energy to be recovered depends on the efficiency of 
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the energy recovery unit. By the following equation, the amount of energy which is 
restored into the energy storage is calculated. 

 

 

 

Each engine (it does not matter whether electrical engine or Diesel engine) has energy 
losses and therefore an efficiency. The energy consumption really needed is higher 
than the energy calculated in equation (1.8). Therefore, it is calculated by the following 
equation (1.11) which considers the efficiency of the engine. 

 

 

 

Charging can be done while the bus is standing or while it is moving. We assume that 
the energy storage is being recharged simultaneously to consuming energy. 

 

 

with  

 

 

 

After charging, the charging level of the energy storage of the bus has increased by E. 
For example, charging with a power of 200 kW for a time period of 30 s results in 
6000 kWs (or 1,66 kWh) by which the charging level rises. For simplification, a linear 
increase of the charging level of the energy storage is assumed. 

The inventory comprises all parts of the bus which consume electrical energy except-
ing the engine. These parts belong to a conventional Diesel bus as well but in a Diesel 
bus the electrical energy needed is generated from the combustion engine. There are 
a lot of inventory devices within a bus in public transportation including air-conditioning, 
lighting, displays, ticket automat etc. to mention only the most important ones. Air-
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conditioning includes heating in winter and cooling in summer. It has the most energy 
consumption. We assume a continuous energy consumption of any device. That 
means we consider them as always on. The energy consumption can be calculated by 
the following equation (1.13): 

 

 

 

For example, the air condition may have a power of 900 W. For example, the lights 
may have a power of 500 W. The energy consumption of the inventory must be added 
to the energy consumption for moving the bus. 

The main output value of the simulation is the energy consumption (for all considered 
bus routes) depending on the total mass of the bus, the speed profile and the elevation 
profile. 

 

4 Architectural aspect of the PLATON simulation approach 

 

The process of bus fleet electrification comprises all targeted efforts to introduce or 
increase the number of battery electric buses in fleets of local public transport agen-
cies. Several domains are involved in these processes such as the legislative and gov-
ernmental domain, the economic domain, the public transport domain and finally the 
electric power domain. Numerous dependencies exist between entities of the named 
domains which are described in detail by the authors but will be not further elaborated 
here. 

However, for understanding of this highly dependent process it is essential to 
acknowledge that, derived from the interdependent relationships, there were identified 
multiple levels of the planning process itself. Therefore, exist a multi-layer structure of 
the planning process in the same sense, including bodies of stakeholders on these 
levels. At least three main level were distinguished, such as: i) the legislative-govern-
mental level, ii) the strategic corporate planning level, and iii) the transport operations 
planning level.  
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Any set of tools, here named the Toolkit, designed to support the decision-making on 
these process levels i)-iii) is likely to function relatively autonomously with regard to 
each planning levels, but must be interoperable concerning data exchange with basic 
input data of the transport region of interest. An interface definition and documentation 
must contain not only the mathematical semantic description of the required input data 
contents but also the data model and data architecture in order to achieve the required 
interoperability. 

For this reason, a dedicated Application and Data Architecture was derived and devel-
oped to ensure the interoperability and conformance to the dependency network as 
well as the distinguished planning levels that were identified. Interoperability is required 
to ensure a seamless data exchange between components of the PLATON Toolkit. 
There are numerous categories of data to be distinguished with respect to input data 
and output data. Input data is to be referred as the input to components of the toolkit. 
These can be output data of other tool components or data from open or proprietary 
sources. In Figure 3 is shown the information and data architecture between compo-
nents of the PLATON Toolkit System.  

The directed arcs between the green marked tool components represent flows of data 
objects from their source to their destination including the category and formats. Note 
that the planning levels addressed, are emphasized as strategic corporate planning 
level and transport operation planning level. Decision support will be provided in form 
of generated reports that comprise the most important output for strategic decisions 
such as TCO projection of the bus fleet, electrification priority of routes, procurement 
recommendation based on the configuration of vehicle, batteries and charging infra-
structure. 

More specific planning support is provided to the transport operations level such as 
scheduling for electric buses, opportunity charging locations or potential transit network 
adaptations with regard to the existing power grid under consideration of the transit 
demand. 

The architecture reveals the data flow, interfaces and sources of data for the toolkit 
system which is developed to the extent of the shown information and data architecture 
in Figure 3 as of December 2019. 
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Figure 3 Information and data architecture of PLATON Toolkit System and its components 

 

5 Improvements of simulation approach to advance efficiency  

 

Essential improvements to the CACTUS approach to advance the efficiency are re-
lated to the Bus vehicle simulation component of Figure 3 that is connected to the 
realistic transit network of the considered scenario as well as to the vehicle database, 
battery configurations and the power grid, which are the input data sources. 

Nearly all of the outlined tool components rely on geographical mapping data that rep-
resent the existing transit network covering the area that is serviced by the given transit 
agency. Ideally, the mapping data is available in an exchange format that enables 
seamless integration into each of the planning tools. A standardized data interface en-
ables not only the exchange between planning tools as well as the application of the 
complete tool set in an arbitrary transit service area. Examples for such standard data 
interfaces are VDV 452 (Interface Network Timetable) [1] and Google’s General Transit 
Feed Specification GTFS [2]. 

The GTFS specification was utilized in the present case to develop a workflow for data 
extraction to make this data source available for all tool components to be designed. 



 

 

 
 

11 

 

In Figure 3 is also shown the workflow to capture geographic data on shapes of route 
segments, stops, and assigned trips with stop times for the given timetable of the se-
lected bus service. The data in text files are imported into a database to facilitate further 
processing and refinement. The internet based open Mapquest service is included into 
the workflow by a data processing application to add elevation information to the geo-
graphic shape coordinates. Information on elevation is essential to calculation of as-
cending or descending terrain grades along the bus route for simulation based energy 
consumption forecast.  

In addition to the database approach, a direct field measurement application of GPS 
data was developed and implemented on the smartphone. By this component, all rel-
evant input data including route shapes, elevation and stop locations are collected and 
processed for the bus vehicle simulator that was implemented in GNU Octave. The 
bus vehicle simulator was extended by a database of bus vehicle specifics including 
drivetrain, battery configurations and motor characteristics of current models from e-
bus manufacturers (Volvo, Solaris, BYD, Mercedes, MAN, VDL, Iveco). 

 

5.1 Electric bus vehicle model 

The basic vehicle model was established as a tractive force model following Sun [4] in 
which the tractive force FT equals the resistance forces like rolling resistance FR due to 
tire and road resistance, wind resistance FW due to air and vehicle interaction, grade 
resistance FG due to the grades of the road, and acceleration resistance FA due to 
accelerate the vehicle mass. 

 

𝐹𝑇 = 𝐹𝑅 + 𝐹𝑊 + 𝐹𝐺 + 𝐹𝐴 (2.1) 

or 

𝐹𝑇 = 𝐾𝑅 ∙ 𝑚 ∙ cos(𝜃) + 𝐾𝑊 ∙ 𝐴 ∙ 𝑣2 + 𝑚 ∙ sin(𝜃) + 𝑚 ∙
𝑎

𝑔
 

(2.2) 

with rolling resistance coefficient KR, vehicle weight m, road angle θ in radians, wind 
resistance coefficient KC, vehicle frontal area A, vehicle speed v, vehicle acceleration 
a and gravitational constant g. The characteristics of the simulated bus vehicle were 
obtained from manufacturer BYD and are listed inTable 2. For simulation, a fully loaded 
bus was assumed with a total number of 75 passengers (30 seats plus 45 standees) 
with an average passenger mass of 68 kg [9]. 
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 Table 2  Selected parameters of the simulated bus vehicle 

Model/Make Solaris Urbino 12 Electric 

Mass/Load 13,790 kg / 5,100 kg 

Frontal area 8.66 m² 

Max. torque 973 Nm 

Max. power 250 kW 

Final gear drive ratio 22.6 

Battery capacity 240 kWh 

Voltage (open circuit) 600 V 

Accessory load (HVAC) 5 kW 

 

5.2 Driver and drivetrain model 

In Figure 4 is shown a principal bus vehicle model that was used for simulation of 
longitudinal duty cycles of a fully loaded bus vehicle as described by given parameters. 
Acceleration and braking commands are the output of the PI controller. The output 
signal is normalized and limited to a unit less range between -1 and 1. Here, positive 
signal values from 0 to 1 are translated to accelerator pedal positions (APP), whereas 
negative signal values from -1 to 0 are translated to braking pedal positions (BPP). The 
positive APP signal is transferred by the proportional electric synchronous motor model 

into mechanical torque 𝜏𝑚𝑜𝑡. Braking pedal commands are translated to braking force 
𝐹𝑏  by factoring in the gross vehicle weight m and the maximum allowed deceleration 
of a = -1 m/s². The selected deceleration limit is in accordance with Standardised On-
Road Test cycles (SORT) for public buses as standard for passenger comfort, such as 
defined in [12]. 

 

5.3 Vehicle dynamics 

The tractive force 𝐹𝑡𝑟 is the product of torque 𝑇𝑚𝑜𝑡, angular frequency 𝜔, final gear 
drive ratio G, and wheel radius 𝑟𝑊 minus the braking force 𝐹𝑏. The tractive force 𝐹𝑡𝑟 is 

subtracted by aerodynamic drag force 𝐹𝑎𝑒𝑟𝑜, rolling resistance force 𝐹𝑟𝑟 and 
grade/slope force 𝐹𝑔𝑟𝑎𝑑𝑒 to inertial force 𝐹𝑖. The dependency of 𝐹𝑎𝑒𝑟𝑜 from the square 

of velocity v is not shown for reasons of clarity.  

 

The inertial force 𝐹𝑖 is the input for the proportional vehicle model that produces the 
output acceleration of the vehicle a which itself is integrated into velocity v, being fed 
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back for comparison with trip driving cycles as the reference variable. Further, the ve-
locity v is translated into motor speed rpm and angular frequency 𝜔. 

 

Figure 4 Schematic diagram of a principal bus vehicle model with electric drivetrain and battery model 

The product of angular frequency 𝜔 and torque 𝑇𝑚𝑜𝑡 defines the required motor power 
input that is negatively fed into the battery model. Likeweise, negative auxiliary load 

𝑃𝑎𝑢𝑥, for accessories (HVAC etc.) is fed into the battery model, indicating the produced 
energy drain. 

 

5.4 Regenerative braking 

Regenerative braking stands for the recovery of kinetic energy and its conversion into 
electrical energy used for in-motion re-charging the battery, also denoted as battery 

recuperation. The input for regenerative braking model is the angular frequency 𝜔 to 
calculate the regenerative proportion of motor torque that is useable for recuperation.  

Energy recovery is active only during braking commands of the “driver” in the form of 
the PI controller algorithm. Further, only a proportion of mechanical energy is con-
verted into electrical energy, because the vehicle cannot be braked only by using the 
electric motor as generator. Hydraulic braking cylinders and metal discs are necessary 
to allow for emergency braking at any time. So, a significant share of kinetic energy is 
converted into thermal energy produced by friction forces applied to the braking discs.  
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In the simulated urban driving scenarios, it was estimated that approximately 50% of 
the kinetic energy is useable for battery recuperation. 

The amount of energy used for recuperation was calculated by aggregating the por-
tions of charging current towards the battery during braking manoeuvres. The ratio of 
the regenerative braking proportion to the energy consumed during recharging opera-
tions over a full day was determined to 55%, supporting the estimation. These results 
are compared to experimental results of an energy regeneration efficiency of 52-65%, 
according to [13]. 

 

5.5 Simulation design 

For the simulation of a full-day revenue service cycle the basic transport task is de-
scribed as: 

 

a) Pull-out from depot to the nearer terminal stop of the transit route 
on the shortest path,  

b) Round trip revenue route service between near and far terminal 
stop on the transit route including opportunity charging at the near 
terminal, and  

c) Pull-in from near terminal stop to depot for servicing and overnight 
charging. 

 

The vehicle driving cycle is simulated by means of a closed-loop discrete system of 
the vehicle model and a controller in a feedback loop. A proportional integral (PI)-con-
troller is selected to simulate the acceleration and deceleration actions of the driver. 
The process variable of the control system is the velocity of the vehicle. The 
time/space-dependent value of the desired velocity is the variable, to be compared 
with the actual velocity, representing the error signal. The desired velocity alters ac-
cording to the timetable of the vehicle. The PI controller attempts to minimize the error 
signal over time by adjustment of the control variable, namely the positive or negative 
acceleration of the vehicle. The desired velocity profile was measured during a route 
trip in the bus by GPS of a smartphone. Alternatively, if no GPS-tracks are available, 
this profile can be generated from GTFS data including the stop locations along the 
trip. 

5.6 Scheduling and bus frequency  

For the studied example case, the number of buses to deploy for the given route ser-
vice is considered as constant because the headway of services is specified by the 
urban planning authority in the local public transport plan as a fixed requirement of the 
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concluded entrustment agreement between municipality and transport agency. During 
peak hours from 7-9 a.m. and 2-5 p.m., the headway is planned as 10 minutes, result-
ing for the given one-way route length of 5.5 km in the need of 5 e-buses for a complete 
electrified route service. 

 

5.7 Simulation experiments and results  

 

Firstly, each bus cycle was simulated as a single trip between the two terminals of the 
given route, which consumes about 1.2 seconds CPU time. The total of 38 cycles over 
the full day, including pull-out trip, all 18 return trips between terminals and pull-in trip 
used about 45 seconds CPU time. 

Figure 5 shows the simulation results of one single trip between terminal 1 and terminal 
2. Chart A is the planned velocity vplan in meters per second according the measured 
real-time field values displayed as the black line versus the simulated velocity v of the 
vehicle model, displayed by the green line. The latter simulated velocity shows a good 
alignment with the black real velocity, which suggests good tuned PI-controller varia-
bles with KP = 0.15 and KI = 0.01. A derivative controller term has been waived. 

Furtherly indicates the match of curve shapes a realistic behaviour of the vehicle model 
including the drive train. In chart B is depicted the rotational speed ω of the electric 
motor shaft in radians per second as the purple line. The black line indicates the net 
motor torque Tmot in Newton meters including positive and negative values accounting 
for acceleration and deceleration manoeuvres. 

 

 

Figure 5 Simulation results of a single bus trip between terminal stops with real-time velocity data 
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Braking energy is represented by negative torque values, which is partially recuperated 
using the motor as generator for recharging the vehicle traction batteries. This effect is 
shown in chart C by the electric current I in Ampere that is simulated by calculating the 
electrical power output of the batteries, through open circuit voltage and internal re-
sistance. Chart D displays the decrease of the State of Charge SOC in percent of the 
total battery capacity during the regarded trip from 97.2% to 94.5%. The difference of 
2.7% for one trip, and respectively 5.4% for a round trip equals an energy consumption 
of 13 kWh.  

Given the travelled distance of 11 km, the consumed energy per km is 1.18 kWh/km, 
which corresponds satisfactory well with field operational tests carried out with de-
ployed battery electric buses in the Foothill study [10], (2.15 kWh/mile = 1.33 kWh/km). 
It should be noted that recuperation of the battery during negative current pikes is ob-
served, leading to slightly increasing values in the SOC curve. 

In Figure 6 is shown the complete simulation of a bus vehicle operation over a full day 
of revenue service with respect to State of Charge SOC. The simulation of SOC level 
is essential for dimensioning the battery size as the main factor of procurement cost. 
Starting point of a full day bus service is the depot at a SOC level of 100% after over-
night slow charging. The pull-out distance from depot to the start terminal 1 of the route 
is approximately 3.8 km.  

Terminal 1 is the starting point for the revenue service. Each return trip cycle has a 
distance of approximately 11 km. After 18 return trip cycles an opportunity charging [8] 
is carried out at terminal 1 where the charging facility shall be located. The fast charg-
ing process at half capacity ½C requires a power of 120 kW with a charging current of 
200 A for the time of 300 seconds or 5 minutes.  

The overall battery capacity of the bus is 240 kWh. An accessory load for heating, 
ventilation, air condition (HVAC) and auxiliary energy consumption such as power 
steering and door openers was approximated to 5 kW according to investigations of 
buses in real service, by Vepsäläinen [5]. The lowest value of SOC with 67% over the 
full day service was reached after the last duty cycle. The daily service is concluded 
by the pull-in trip into the depot where slow charging at 1/8 C is conducted. The over-
night charging process requires a power of 30 kW with a charging current of 50 A for 
2.4 hours. 
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Figure 6 SOC over a full day including pull-out, 18 duty cycles, pull-in trip with overnight charging 

 

The time interval of the SOC curve in Figure 6 is 65,149 seconds or 18.1 hours. 

 

In the current state of the project work it can be confirmed that the developed simulation 
model and the simulation environment is well suited to support bus fleet electrification. 
Especially the dimensioning of battery sizes, estimation of energy demand, and local-
ization of charging infrastructure can be achieved. By these factors an assessment of 
procurement costs can be supported in direct connection with the real bus route net-
work to be designed. The results of the given analyses are subject to further input to 
assess life cycle costs and impacts as a base for procurement decisions by the corpo-
rate management of the public transport operator as suggested by Harris [7]. For the 
simulated and described use case scenario the following conclusions are drawn: 

• The selected battery configuration allows for sufficient spare capacity that would 
allow deploying the bus/battery configuration for routes with trip lengths exceed-
ing the considered one.  

• The full day duty cycle is accomplished in 18 hours at a slow charging time in the 
depot of 2.4 hours, which leaves enough time for slow charging of more buses in 
the depot. 

• The return trip travel time of 46 minutes including average dwell times in 10 trip 
stops of each 20 seconds allows for sufficient time for opportunity charging in one 
of the terminal stops. 

• Consequently, an installation of an opportunity charging facility in one of the ter-
minals is sufficient for the given route. 
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• The selected bus route appears well suited for electrification as the typical urban 
acceleration scenario allows for battery recuperation during deceleration maneu-
vers that relates to a higher Kinetic intensity, which is subject to further investiga-
tion. 

The model was further extended to calculate quantities for an improved determination 
of the electrification-worthiness and duty cycle characterization of the bus route under 
examination. The metrics we used for assessment of the worthiness for electrification 
are characteristic acceleration, aerodynamic speed, and kinetic intensity and is to be 
referred in [6]. 

 

6 Simulation Model for the Monte Carlo optimization 

In the course of the project work, modern data structures, database systems, data 
exchange software are used to achieve an efficient simulation environment. In the case 
that required data is not available or if its generation assumes employment of an ana-
lytical model of an unreasonable size, the data will be simulated by a random sampling 
technique similar to the Monte-Carlo method. In order to keep the simulation process 
fast, different time (or event) scales can be applied depending on the specific purpose 
of the dynamic process. If the process is a single bus run between two stations, then 
the time scale can be based on minutes or seconds, or even assuming continuous 
time. If the process includes all bus activities over a day, then it can be based on 
minutes or bus arrivals and departures from stations. The current chapter describes 
this approach in more detail by the example of determination of the most cost efficient 
charging strategy. 

 

A model is developed to answer the question what recharging regime is more cost 
efficient 

• Intermediate ultra-fast recharging (sharing infrastructure amongst multiple lines) 
or 

• Final terminal recharging, having usually one recharging point per line 

In practice the central hub is not a good place for recharging, since to many buses are 
circulating and space is limited. But under other circumstances it would be possible 
having single pole and transformers at each extreme position of the route. For circular 
routes it is possible defining one stop with a longer duration of the halt for having a 
buffer compensating delay. The Monte-Carlo (MC)-optimization should deliver a deci-
sion support, whether opportunity recharging at normal bus stops is generating enough 
savings to keep that variant in focus. Especially in growing cities terminal stops are 
moving, and thus the intermediate recharging should not be scrapped before detailed 
investigations. The calculation shall take all cost into consideration which are depend-
ing on the charging type.  
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• Battery lifetime depending on the C-rate for charging 

• Charging infrastructure depending on directionality and charging power  

• Grid access cost depending on charging power 

• Charging losses depending on the C-rate for charging (Ohm’s losses)  

The C-rate is a quantification used for the maximum charging and discharging currents 
of a battery It is defined as the quotient of the maximum charging or discharging current 
and the capacity of the battery. 

For longer charging times the driver may rest, but those efficiency gains with regards 
to mandatory pauses are not considered here. Not considered here are differing costs 
for erecting substations, since they are depicted in the grid access cost. 

Most of the data are assumptions and need to be validated. 

 

6.1 Implementation of the Monte-Carlo model 

The flow diagram of the Monte-Carlo optimization model for the implementation is 
shown below in Figure 7. 

 

 

Figure 7 Flow diagram Monte Carlo optimization 
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The trip-cycle length is the distance driven between recharging stops. The assumption 
of the Depth of Discharge (DoD) has to be considering an optimum value, which heavily 
depends on the assumptions of the durability of the battery and the extra cost for bat-
tery chemistries allowing higher C-rates. 

6.2 Cost of rechargeable batteries 

The most important factor when determining the cost for rechargeable batteries is the 
length for the depreciation period. Servicing costs are neglected in this context. For the 
usable lifespan of the battery -expressed in full cycles - the depth of discharge (in the 
current case is considered the hourly swing) is the driving factor. Figure 8 shows the 
dependency derived from literature.  

 

  

Figure 8  Number of usable cycles varying the depth of discharge (Hoke & Dragan Maksimovic, 2014 [14]) 

 

The second factor of influence for calculating the total cost of ownership is the C-rate. 
Rechargeable batteries allowing faster recharge are costlier. Cost correlation was de-
rived from a scientific calculation of battery cost for different types of batteries, depend-
ing on the discharging rate, so the results have to be used cautiously. The assumption 
in the model is depicted in the following Figure 9.  
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Figure 9 Specific battery cost depending on the discharging C-rate derived from (Nelson, Gallagher, Bloom, & 
Dees, 2011 [15]) 

 

For the Monte-Carlo variation, a minimum value for the specific cost has to be as-
sumed. This is the value for 0.5 C. Also, the calendric lifespan (10 years was assumed) 
limits the number of cycles which might be achieved. Additionally, fixed integration cost 
of 50€ per kWh battery capacity have been assumed. Using those assumptions two 
typical curves for cost depending on the DoD are shown in Figure 10. 

 

Figure 10 Optimal Depth of Discharge for two scenarios 

The following Figure 11 shows the MathCAD coded subroutine for calculation of the 
battery total cost of ownership 

. 
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Figure 11 Subroutine calculation of battery cost 

 

6.3 Recharging facility 

The cost of the charging facility comprises three items: 

 

• -Pole with contact, either wires or flat contact 

• Cables connecting transformer and pole 

• Transformer 

For terminal stops only 10m cable instead of 20m and only one pole per stop was 
assumed. For shared intermediate stops, it was assumed that for each direction one 
pole is erected, and one transformer shared. Figure 12 shows the subroutine for cal-
culating the cost of the recharging facility.  
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Figure 12 Subroutine for calculating the charging infrastructure cost 

 

Since costs for the recharging infrastructure are shared amongst the circulating buses, 
the total cost for all bus batteries had to be taken into account. For each line ahead 
time, a yearly operation time and a total trip time between the recharging stops have 



 

 

 
 

24 

 

been assumed. This fits perfectly the Monte-Carlo approach, since less productive 
charging stations are omitted automatically. 

 

6.4 Potential improvements discussed 

This is no simulation of the real operation, the charging times for opportunity charging 
are assumed according to times seen in practice (Demonstrators in Graz), and might 
be adapted to see the sensitivity. Costs for accessing the grid are included in the 
model, but the use time of the station is not accumulated yet, taking more bus lines 
together. Same applies for multiple stops per line which are not considered so far as 
potential solution, but should now.  

Also, additional battery weight is left out which might increase the energy demand. 
Sharing the infrastructure cost amongst lines is modelled taking the together the num-
ber of circulating buses at the specific intervals. Having only one pole per stop inter-
mediate recharging suffers from the problem that two buses might arrive at the same 
time at the recharging stop. This problem might occur more often if the head times are 
equal. Further investigations are necessary; also producer of catenary type recharging 
stations might offer the benefit of allowing parallel recharging of two vehicles having 
different length. 

 

6.5 Conclusion of the presented MC-optimization 

Based on the assumptions for the recharging infrastructure and constructing a virtual 
network having some stops on also a terminal stop in common, the following recharg-
ing stations are causing the least cost, illustrated in Figure 13. 
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Figure 13 Map of the virtual bus network, showing recharging points 

It is noticeable that only three recharging stops are needed, where one is positioned 
at the terminal stop and one shared heavily. Potential conflicts are not depicted by the 
model. 

The sorted cost curve is depicted below in Figure 14. Although 106 variants were cal-
culated, the Monte Carlo approach might miss the optimum. This is very much de-
pending also on the quality of the random number generator. 
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Figure 14 Sorted total cost curve of the best 105 MC-variants 

 

6.6 Discussion of the results of the MC-optimization 

An extended optimization approach would also vary DoD and recharging time and cal-
culate the change in the occupancy rate. Unfortunately, there is no empirical data how 
passengers react to the variation of the recharging regime, having more or less waiting 
time.  

Some observations in Graz may lead to the conclusion, that users of public transport 
having their mobile phones at hand and used to wait for several minutes at bus stops 
do not care that much about short halts, although operators tend to avoid still stands 
at stops, also because they are blocking the following buses.  

Therefore, a simulation using real time data would be needed to determine the mini-
mum battery size, because recharging often does not happen like planned. In the MC-
variation the redundancy of the charging regime is high, since the assumption of the 
Depth of Discharge allows some tours without recharging.  

But the optimum DoD is low and this optimization has to be challenged. With the data 
used, it might well be the case that minimizing battery size is not possible, since very 
small DoDs are favorable in terms of cost. This would also mean that deviations in 
actual charging times are less critical. 
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